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Abstract: Finding the best structure of ANN to minimize errors, the processing, and the search time 

is one of the main objectives in the AI field. In this paper, an enhanced PSO-based selection 

technique to determine the optimal configuration for the artificial neural network is presented. PSO 

with 2-D search space is used to select the optimal number of the hidden layer and the number of 

units per hidden layer. The proposed technique was evaluated using a chemical dataset. The result 

of testing the proposed technique displayed high prediction accuracy with a minimum error close 

to zero. In addition, the suggested technique reduces the mean absolute percentage error and mean 

absolute error significantly compared to ANN and PSO methods. Moreover, the relative error 

between the expected output and actual target is approximately between -0.02 and 0.02. The results 

of the comparison of the proposed technique with the ANN and PSO showed that the performance 

of the proposed approach is better in terms of the accuracy of the output prediction.  

Keywords: Particle swarm optimization, Artificial Neural Network, Hyper-parameter, hidden 

layer. 

 

1. Introduction 

Due to the significant need for data prediction in different fields of life, Artificial Intelligence 

(AI) has recently attracted the attention of researchers. Among AI techniques, Artificial Neural 

Network (ANN) is considered one of the most important and effective technique. This technique has 

been used in various applications such as clustering [1], classification [2],[3], pattern recognition [4], 

and data prediction [5]. In particular, data prediction using ANN has become a familiar tool in many 

fields such as the oil industry, stock markets, computing, engineering, medicine, environmental, 

agriculture, and nanotechnology [6].  

However, Hyper-parameters are defined as the parameters that have to be tuned before the 

beginning of the training process of the ANN. The hyper-parameters for the ANN technique include, 

for example, the number of hidden layers, the number of neurons, the activation function type, and 

the learning rate. The determination of the optimal hyper-parameters depends on selecting the 

suitable parameters that have to be tuned. After implementing the optimal value for each hyper-
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parameter in an iterative way, the optimal hyper-parameters will be able to build the optimal 

architecture for ANN. This new model can improve the accuracy of future forecasted data. However, 

this procedure remains a challenging task. 

Furthermore, the optimization of ANN performance is a critical issue. Although the ANN 

technique has the ability to reduce errors, this technique has many defects due to its dependency on 

hyper-parameters. In multilayer ANN (MLANN), if the complexity of ANN architecture (the hyper-

parameters, for example, the number of hidden layers (HL) and the number of nodes per hidden 

layer (NPHL) is increased, then the requested number of training patterns, the processing time, and 

training time will increase. One way to improve the performance of this technique is the selection of 

the optimal hyper-parameters to predict future data with a high level of accuracy. Various methods 

have been suggested to optimize the structure of the multilayers neural networks, such as Particle 

Swarm Optimization (PSO) [7], back-propagation [8], genetic algorithms [9], ant colony optimization 

[10], bee swarm optimization (BSO) [11], Tabu search [12], and Fuzzy systems [13].  

In this paper, a new PSO-based artificial NN configuration selection technique is proposed. The 

proposed technique concentrates on the problem of selecting the optimal configuration for ANN 

regarding the number of HL and the number of NPHL. In the selection process, PSO is used to tune 

the hyper-parameters of ANN.  

The essential contributions of this paper can be summarized as follows: 

1. Designing a generic technique that can be used to select the optimal hyper-parameters of an 

ANN.  

2. Finding the optimal configuration for ANN in terms of the number of HL, and the number of 

NPHL using PSO for training ANN.  

3.  The proposed technique can be utilized to estimate the outputs of an ANN with high 

accuracy. 

4. Comparing the proposed technique with traditional ANN. 

The rest of the paper is organized as follows: a literature review is summarized in section 2. The 

description of the proposed technique is given in section 3. The performance evaluation is presented 

in section 4, followed by a conclusion and future work in section 5. 

2. Related Work 

 The optimization of ANN architecture has been carried out by several researchers by tuning 

the hyper-parameters of ANN. This section summarizes the literature review in this area. For 

example, authors in [14], have proposed a Reservoir model for permeability prediction called 

HGAPSO in which the GA and PSO algorithms were integrated with the ANN to create a blended 

learning technique and optimizing the weights of the FFNN. In this method, the authors tested only 

five configurations with different numbers of hidden nodes to get the best configuration of artificial 

neural networks. The selection depends on the values of MSE, and the efficiency coefficient of the 

training and testing.  The disadvantage of this study is the selected NN architecture was verified 

manually not automatically using a trial and error process. Furthermore, they selected a suitable 

structure from a few fixed numbers of structures, so the probability to select the optimal is decreased. 

The authors also used only one hidden layer, and they change only the number of hidden units per 

hidden layer. However, the proposed technique selected a suitable structure from all possible 

structures, increasing the probability of selecting the optimal structure. In addition, the proposed 
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technique used multiple HLs and multiple NPHLs. Furthermore, the proposed technique changed 

HL and NPHL to adjust selecting optimal structure. 

In another study, authors in [15] proposed a new variant for PSO called cPSO-CNN to optimize 

the hyper-parameter settings for the selected architecture of the convolutional neural networks. A 

confidence function determined by a CND was used by the modified method for modeling the skills 

of researchers on the selection of configurations for convolutional neural networks for developing 

the exploration ability of cPSO. The modified technique also updates c1 and c2 of PSO as 

multidimensional vectors to best fit the various domains of hyper-parameters for convolutional 

neural networks. In addition, the authors used a linear estimation algorithm for speedy ordering the 

particles to increase the accuracy of this technique. It is worth noting that the authors of [15] used 

only the number of iterations as a hyper-parameter, without considering the architecture of the NN 

nor the number of HL or the nodes in every hidden layer. However, the proposed technique 

considered both NH and NPHL to select the best architecture of ANN. 

An automatically-configuration finding method was presented in [16], to select the best network 

structure for DNNs using PSO and the steepest GD method. In this method, a set of scalar 

multidimensional vectors were used to represent network parameters as the particles of the PSO 

method in a search process. In the search process, a PSO method was used to find the best hyper-

parameters of the network by moving the particles in a bounded search domain. To obtain a local 

optimal solution, the steepest GD algorithm was employed for training the deep neural network 

classifier with a small number of training iterations through the evaluation of PSO. After that, the 

steepest GD approach was completed with additional iterations and the best results of the particle 

swarm optimization technique for training a final model and individual deep neural network 

classifiers, respectively. The authors in [16], did not change the number of HL and the number NPHL 

at the same time. To evaluate their model, they ran two experiments with a fixed number for the 

hidden layers (two HL in the first experiment and three HL in the second experiment) and they 

changed the number of NPHL. However, the proposed technique used different values for both NH 

and NPHL that allow selecting the best hyper-parameters of ANN. 

In [17], the authors proposed an automatic approach to optimize the hyper-parameters of CNN 

using tree growth and firefly algorithms. They applied their method for the image classification task. 

The simulation results proved that the proposed technique was robust, and achieved high 

classification accuracy. However, although this method is robust with high accuracy, it has a high 

computational cost while the proposed technique is efficient in terms of computational and time- 

consumption. 

The authors in [18] presented a method that used PSO to select the parameters for deep learning 

models. To train deep learning models, they used a Wi-Fi dataset in order to estimate the number of 

occupiers and their locations. The simulation's results proved that the suggested PSO algorithm is 

efficient in training deep learning schemes. Also, the suggested PSO algorithm achieved higher 

accuracy in comparison with the grid search algorithm. In [18], the authors tested only selected 

constant numbers of HL and NPHL. However, their suggested method has a high computational 

cost. In addition, finding qualified parameter configurations consumed a long time. Compared to the 

suggested method, the proposed technique is efficient in terms of computational cost and 

consumption of time. 
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In [19], authors proposed automated methods to search for the best factors of CNN using PSO. 

The authors noted that the degree of convergence for convolutional neural networks training is 

affected by the selected dataset. As soon as the dataset is selected, using Spearman’s ranking 

correlation it can determine the number of required iterations to train the network perfectly to 

guarantee fitness experiments. To decrease the expense of the training process, they presented an 

additional technique by introducing a stop criterion to measure the stabilization of the accuracy for 

the convolutional neural network. As soon as it becomes steady, the test of fitness will be stopped. 

The authors in [19], assuming that the network structure is already given with a constant number of 

HL and NPHL, attempted to optimize the related parameters using only the number of epochs as a 

hyper-parameter. Their method works to reduce the number of epochs to decrease the cost of 

determining the best hyper-parameter for convolutional neural networks without considering the 

change of the number of HL or the number NPHL while the proposed technique used different values 

for both NH and NPHL that allows selecting the best hyper-parameters of ANN. 

In [20], the authors proposed a hybrid optimization technique called HPSOGA by combining 

PSO and GA. In their proposed technique, HPSOGA uses a fixed architecture network consisted of 

an input layer, one hidden layer, and an output layer. HPSOGA is utilized to determine the factors 

of RBF for NNs such as the number of nodes, their corresponding centers, and radius automatically. 

The authors employed the proposed algorithm to create the optimal components of RBF-NN that 

converge a function, including the number of hidden nodes, the centers, radius, and weights for them. 

HPSOGA is used in rainfall forecasting, the results display that the hybrid approach has more ability 

of global exploration and ability to avoid early convergence. The authors did not discuss the impact 

of the number of hidden layers on the performance of the algorithm. However, the proposed 

technique considered NH and used different values for NH that allows selecting the best hyper-

parameters of ANN.  

As can be seen from the discussion of the related literature, most of the proposed methods suffer 

from some problems such as using certain fixed numbers of hidden layers, a fixed NPHL, or the 

number of iterations. In addition, in most of these methods, the proposed approaches study the effect 

of only one of these hyper-parameters at the same time. Moreover, some of the suggested algorithms 

are time-consuming and have a high computational cost. In light of these limitations, we had the 

motivation to carry out this research. 

3. The proposed Technique 

In this section, the identification of the challenge and the suggested approach to overcome the 

identified challenge are described in detail. 

The determination of the parameters of the neural network is more complex when large datasets 

with missing data are used. In addition, the percentage of uncertainty for requested data is very high 

when a large amount of data is lost and probably produces inaccurate results [21]. In this case, 

creating the appropriate architecture of the neural network that produces output with accepted error 

is very time and cost-consuming. To determine the architecture of the network, the configuration is 

generally carried out by hand, in a trial-and-error fashion. However, the manual tuning of the hyper-

parameters of ANN through the trial-and-error process, and trying to find accurate configurations 

consume a long time. A different approach is the use of some global optimization techniques, for 

instance applying the PSO algorithm to choose the best architectures with minimum error. The hyper-
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parameters such as the number HL and the number of NPHL have the highest priority in designing 

an ANN and also have a massive impact on the performance of ANN. 

The purpose of the suggested technique is to solve the problem of designing the best structure 

for MLNN via selecting the best configuration for the network, i.e., selecting the best hyper-

parameters to minimize the MSE and processing time.  

Now, the standard PSO (SPSO) used in the proposed technique is described briefly. SPSO was 

presented by Kennedy and Eberhart [22].In principle, PSO mimics the simple behavior of organisms and 

the local cooperation with the environment and neighbor’s organisms to develop behaviors that are 

used for solving complicated problems, such as optimization issues. PSO algorithm has many 

advantages compared with different Swarm Intelligence (SI) techniques. For instance, its search 

procedure is simple, effective, and easy to implement. In addition, it can effectively find the best 

global solutions with high accuracy. Moreover, PSO is a population-based search procedure in which 

each individual procedure represents a particle, i.e., a possible solution. These particles are grouped 

into a swarm. The particles moving within a multi-dimensional space, the particle's locations are adapted 

depending on its experience and that of its neighbors. The principle of the Particle Swarm Optimization technique 

can be explained [23] as follows. Let Xi(t)=( 𝑥𝑖1
(𝑡)

, 𝑥𝑖2
(𝑡)

, … , 𝑥𝑖𝑑
(𝑡)

) and 𝑉𝑖(𝑡) = (𝑣𝑖1
(𝑡)

, 𝑣𝑖2
(𝑡)

, … , 𝑣𝑖𝑑
(𝑡)

) denote the 

position and the velocity of a particle i in the search space at a time-step t, respectively. Also, let Pi = (pi1, pi2, 

…, pid) and Pg = (pg1, pg2, …, pgd) indicate the best solution established by the particle itself, and by the 

swarm, respectively. The new location of the particle is updated by adding a velocity to the existing 

position, as follows: 

 

𝑉𝑖
(𝑡+1)

= 𝑤. 𝑉𝑖
(𝑡)

+ 𝑐1𝑟1(𝑃𝑖 − 𝑋𝑖
(𝑡)

) + 𝑐2𝑟2(𝑃𝑔 − 𝑋𝑖
(𝑡)

);  𝑖 = 1,2, … . N,          (1) 

      𝑋𝑖
(𝑡+1)

= 𝑋𝑖
(𝑡)

+ 𝑉𝑖
(𝑡+1)

;  𝑖 = 1,2, … , 𝑁,                           (2)                                                                              

Where the particle moving in a multidimensional space, 𝑐1  and 𝑐2  are positive constants, 𝑟1 

and 𝑟2  are random numbers in the range [0, 1], and w is the inertia weight. 𝑉𝑖(𝑡) controls the 

optimization process, and denotes both the personal experience of the particle and swapped 

information from the other surrounded particles. The personal experience of a particle is usually 

indicated as the cognitive term, and it represents the approaching from the best local position. The 

swapped information is indicated as the social term in equation (1), which represents the approaching 

from the best global position for the swarm. In the proposed approach, two-dimensions search space 

was used for PSO. The first dimension is the number of HL and the second dimension is NPHL.  

Any particle in the search space is considered as a candidate solution for the problem. This 

means that the location of the particle determines the values of NH and NPHL which represent a 

possible configuration for the network. In the search phase, the PSO technique is used to find the best 

settings by flying the particles within a bounded search space. Each particle has its own attributes 

which are location, speed, and fitness value calculated by a fitness function. The particle's speed 

defines the next movement (direction and traveled distance). The fitness value represents an index 

for the convergence of the particle from the solution. The position of each particle is updated to 

approach towards the individual that has an optimal location according to equations (1) and (2). In 

every repetition, every particle in the swarm modifies its speed and location based on two terms:  

the first is the individual optimal solution, which is the optimal solution that the particle can get 

personal. The second is the global optimal solution that is the optimal solution that the swarm can 

obtain cooperatively till now. Algorithm1 explains the pseudo-code of the suggested method. The 
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flowchart of the proposed approach is displayed in Figure 1. The suggested technique used a number 

of particles (pop) that are initialized randomly. Each particle must be selected based on its fitness, 

and the best solution is taken depending on the evaluation (performance) of each particle. The mean 

square error (MSE), which used as a fitness function in this paper, represents the error between the 

expected output and the actual output. In this case, the best particle is the one that generates the 

minimum MSE. The fitness function or objective function, which is a function that may assess how 

well or bad a position X is, that is, the quality of the solution. The fitness function maps the values in 

your particles to a real value that must reward those particles that are close to your optimization 

criterion. For each particle, the corresponding ANN is created and evaluated using a fitness function 

shown in equation (3). 

𝑓𝑖 =  
1

𝑚
 ∑ (𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡𝑖 − 𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖)2     (3)𝑚

1                          

where 𝑚 is the number of inputs for ANN. 

 

Algorithm 1: The proposed Algorithm 

01: Begin 

02: Randomly initialize particles swarm  

03: Run NN corresponding to each particle  

04:  while (stopping standard is not met) 

05:       for 𝑖 =1 to  pop       

06:         Compute the fitness value (𝑓𝑖) for each particle; 

07:         if the fitness value is less than 𝑃𝑏𝑒𝑠𝑡𝑖  , i.e., (𝑃𝑖)  in history;  

08:         Set current fitness value as the new (𝑃𝑖); 

09:         endif 

10:         select the minimum (𝑓𝑖  ) of all particles in swarm as 𝑔𝑏𝑒𝑠𝑡𝑖 , i.e., (𝑔𝑖); 

11:         for d=1 to D 

12:           Calculate 𝑉𝑖
(𝑡+1)

 from Eq. (1); 

13:           Calculate 𝑋𝑖
(𝑡+1)

 from Eq.(2); 

14:         end-for 

15:       end-for 

16: return the best particle with gbest; 

17:  end-while 

18: Run the NN corresponding to the best selected hyper-parameters 

19: end-algorithm. 

 

The fitness values of all swarm are determined using equation (3).  The location and fitness 

value of each particle are stored as Xi and 𝑃𝑏𝑒𝑠𝑡𝑖   respectively. Among all pbest, the pbest with 

minimum fitness value is selected as the global best particle (gbest) and thus the location and fitness 

value of gbest are stored. This process is repeated by updating the particle positions and velocities 

according to equations (1) and (2). The process is iterated until the best solution is found or the maxite 

is reached. The global best particle represents the best-selected hyper-parameters that used to build 

ANN. 
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Figure 1. The flowchart of the proposed technique. 

4. Experimental Results and Performance Evaluation 

In this section, the evaluation of the performance of the new technique is presented. The 

experimental dataset and settings of the experiment are described in detail. In addition, the 

experimental results of the proposed approach are discussed. 

4.1 Dataset description 

In this subsection, the used datasets are described. To evaluate the suggested algorithm, the 

chemical sensor dataset was used. This dataset can be used to train a neural network to estimate one 

sensor signal from eight other sensor signals. The chemical dataset consists of an 8×498 matrix 

defining measurements taken from eight sensors during a chemical process used as inputs.  In 

addition, the chemical dataset has a 1×498 matrix of a ninth sensor's measurements, to be estimated 

from the first eight sensors and used as targets. The output i.e. ninth sensor's measurement was 

reading daily. This dataset was used to evaluate the proposed method using mean square error and 

regression analysis.  In this paper, while 80% of the available data were used as a training set, 10% 

of the available data were used as a validation set, and the last 10% of the available data were used 

as a test set. 

 The chemical sensor dataset can easily be loaded in the MATLAB workspace by typing the 

following commands:  

 [input, target] = chemical- dataset; 

        inputs=input';  

   targets=target'; 

4.2 Settings of experiment   

To run the proposed method, the settings of PSO and multilayer neural network were set as 

follows: pop=20, maxite= 500, where pop is the swarm size while maxite is the maximum number of 

iterations. The values of c1, c2 were set to 2, and the values of Wmin, Wmax were set to 0.4 and 0.9, 

respectively [24],[25],[26]. The inertia weight (W) was linearly decreased from Wmax to Wmin [27].  

We used a 2- dimensional search space (HL and NPHL) to represent the hyper-parameter of ANN. 

Initialization ranges for HL and NPHL were set to [1 7] according to [28], [29], and [14 21] according 

to [30], [31]., respectively. Levenberg-Marquardt (trainlm)[32] function was used as the train function 
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for the network. Tansig function was used as an activation function of the networks. In this paper, 

Mean Absolute Percentage Error (MAPE), Mean Absolute Error (MAE), Relative Error (RE), and Mean Square 

Error (MSE) shown in Equation (4) to Equation (7) [33] are used to evaluate the accuracy of the proposed 

model. 

  𝑀𝐴𝑃𝐸=
1

𝑛
∑ |

𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖−𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡𝑖

𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖
|𝑛

𝑖=1 ×100%                          (4)                                                                                        

  𝑀𝐴𝐸=
1

𝑛
∑ |𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖 − 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡𝑖|

𝑛
𝑖=1                           (5)                                                                              

  𝑅𝐸𝑖= 
𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖−𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡𝑖

𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖
                                       (6)                                                                                             

   𝑀𝑆𝐸 = 
1

𝑛
 ∑ (𝑎𝑐𝑡𝑢𝑎𝑙𝑜𝑢𝑡𝑝𝑢𝑡𝑖 − 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑜𝑢𝑡𝑝𝑢𝑡𝑖)2𝑛

1                      (7)                                                                                     

 

4.3 Results and discussion 

In this subsection, the results of applying the proposed technique are presented and discussed. 

In addition, the proposed technique is compared with traditional ANN without using PSO. To 

evaluate the performance of the suggested method, we modified the already existent MATLAB code 

of PSO and ANN packages according to our assumptions.  To select the optimal configuration for the 

ANN, the proposed algorithm was tested in two different scenarios to determine the best settings for 

the proposed algorithm in terms of the population size and the number of iterations. In the first 

scenario, to show the effect of the population size on the proposed method, the population size was 

varied (pop= [10, 20, 30, 40, 50, 60,100]) while the maxite was kept constant for each population size. 

In the second scenario, the maximum number of iterations was varied (maxite= [25, 50, 100, 200, 300, 

400, 500, 1000]) while the population size was kept constant at pop=20. The experiments were 

executed using a PC with Windows 8.1 operating system and Intel Core i5 processor running at 3.30 

GHZ, 4 GB of RAM.  

The result of the first scenario is presented in Figure 2. This Figure shows the variation in MSE 

against population size with the maxite equal to 1000, 500,300, 100, and 50. As can be seen from Figure 

3, it is clear that the best population size with the minimum MSE is 20.  

  

Figure 2. The variation in the MSE vs. the population size. 
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In the second scenario, to select the best maximum number of iterations the proposed technique 

was run for different values of iteration with a constant value for the population size (pop=20).  

Figure 3 displays the relationship between the number of iterations and MSE.  

Figure 3. The relation between the number of iterations and the MSE. 

It is clear that as the maximum number of iterations increases, the learning of the network 

increases, so as a result, the MSE decreases. It is also clear that the best number of iterations with the 

minimum MSE is 500. 

Table 1, displays the elapsed time (sec) according to the number of iterations. 

 

Table 1. The elapsed time (sec). 

Population Size (pop) = 20 

Number of 

Iterations 

Elapsed 

Time(sec) 

25 17.86411 

50 22.292923 

100 31.592011 

200 47.868706 

300 64.288992 

400 81.253257 

500 110.071804 

1000 175.033432 

 

Now, after selecting the best value of the population size and the maximum number of iterations, 

the proposed algorithm was tested in three different scenarios to evaluate its performance.  

Scenario #1: ANN was used. 

Scenario #2: PSO was used. 

Scenario #3:  The proposed technique was used. 

Also, the proposed technique is compared with other models, i.e. ANN, and PSO. 

4.3.1 Scenario #1 

In this scenario, only the artificial neural network was used to predict the output. To evaluate this 

model, MAPE, MAE, and RE were calculated. The computed MAPE for this model is 2.85 %, while 
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MAE is 0.027. Figure 4 (a) shows the actual output (AO) and the Expected output for this model while 

Figure 4 (b) shows the relative error (RE) for the ANN model. 

 

 
 

     (a) AO vs. EO-ANN              (b) The Relative Error for ANN model 

Figure 4: ANN model performance. 

4.3.2 Scenario #2 

In this scenario, only Standard Particle Swarm Optimization (PSO) was used to predict the output. To 

evaluate this model, MAPE, MAE, and RE were calculated. The computed MAPE for this model is 

1.90 %, while MAE is 0.018. Figure 5 (a) shows the actual output (AO) and the Expected output for 

this model while Figure 5 (b) shows the relative error (RE) for the PSO model. 

 

  

 

(a) AO vs. EO-PSO                              (b) The Relative Error for PSO model 

Figure 5: PSO model performance. 

4.3.3 Scenario #3 

In this scenario, a combination of ANN and the PSO (ANN-PSO) was used to predict the output, 

where SPSO was used to train the network to select the best configurations. 
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To design the best architecture of the ANN, the proposed technique was run with the selected 

settings to determine the best hyper-parameters of the network in terms of the number of HL and 

NPHL. The result of running the proposed technique displays that the best configuration was chosen 

by particle 10 with MPAE equal to 0.317 % and MAE equal to 0.002. As can be seen. the values of 

MPAE and MAE for the proposed model are very small and close to zero, thus the accuracy of the 

proposed technique is very high. The corresponding  hyper-parameters, i.e., HL was equal to 2, the 

NPHL was equal to 15. Although obtaining the optimal set of hyper-parameters of the ANN is a time-

consuming process [34], the elapsed time to find the optimal configuration in the proposed technique 

was 175.033432 seconds. Thus, the proposed algorithm can be considered efficient in terms of 

processing time. Furthermore, the regression (R) value measures the correlation between the 

predicted outputs and targets. When R=1 that means a close relationship whereas R=0 indicates a 

random relationship between the outputs and targets. Plot regression used to validate the 

performance of the proposed technique; besides that, it provides an important analysis of the results. 

The regression plots show the expected outputs of the network with respect to actual targets for 

training, validation, and test sets. Figure 6 shows the regression plot of the trained ANN with the 

selected hyper-parameters using the proposed algorithm.  The regression coefficient R for training, 

validation, test, and all are 0.98236, 0.89948, 0.81845, and 0.94659, respectively. In addition, as can be 

seen, the fit line for data fall along a 45-degree line approximately which means that the network 

outputs are almost equal to the targets. Thus, the accuracy of the proposed method can be considered 

excellent.  

 

 

Figure 6. Regression plot of the trained ANN using proposed technique. 

 Figure 7 (a) shows the Actual output (AO) and the Expected output using the proposed method (EO-

Proposed Method), while Figure 7 (b) shows the relative error (RE) of the proposed technique. As can 

be seen, the trained network using the proposed technique is giving the expected output with a relative 

error approximately between -0.02 and 0.02. Based on the above discussion, it is noted that the 

proposed model has a very high prediction accuracy.  
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(a) AO vs. EO-The proposed Method    (b) The Relative Error for The proposed Method 

Figure 7: The proposed Method performance. 

4.3.4 Comparison of the proposed model with ANN and PSO 

Finally, to study the efficiency of the proposed technique, a comparison of this technique with the 

ANN and PSO was carried out. Figure 8 (a) shows the comparison between the expected output of the 

proposed method,  the expected output of the PSO model, the expected output of the ANN model, 

and the actual output. While Figure 8 (b) shows the relative error (RE) for all models. 

As can be seen from Figure 8 (a), it is clear that the convergence of the expected output of the 

proposed technique to the actual output with a very small error is better compared with the expected 

output of other models. Consequently, the proposed technique achieves higher accuracy than the 

ANN, and PSO models. As shown in Figure 8 (b), the RE of the proposed technique is significantly 

lower than the RE of other models. Therefore, the quality of the solutions provided by the proposed 

technique is higher than that provided by other models.  

 

  

 

(a) The comparison between all models.                    (b)  RE for all models. 

Figure 8: performance of all models 
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  To show the quality of the considering methods and their convergence to the best solution, MSE is 

used as a metric through the training phase. Figure 9 shows MSE for the compared models, it is noted 

the proposed method converged more rapidly than the remaining methods and achieved the best 

minimum value of MSE. This means that the prediction quality of the proposed method is the highest 

compared to other methods. 

 

 

Figure 9: MSE of all models. 

 

Table 2 shows MAPE and MAE for ANN, PSO, and the proposed methods.  

TABLE2 

 MAPE, AND MAE, AND ET FOR ANN, PSO, AND THE PROPOSED 

 METHODS 

Metrics ANN PSO  the proposed 

method 

MAPE% 2.85 1.90 0.317 

MAE 0.027 0.018 0.002 

 

As shown in Table 2, the proposed method performance is the best with the lowest values of MAPE and MAE 

compared to other models. By contrast, the ANN model displays the highest values of MAPE and MAE. 

Therefore, the proposed model's accuracy is the best against other models. 

5. Conclusion and Future work 

In this paper, a new technique is presented to select the best configuration for the Multilayer ANN 

using PSO. The proposed method is tested using a chemical dataset to evaluate the effectiveness of 

our method. The results show that the proposed technique is able to select the best hyper-parameters 

used to construct the desired network with very high accuracy of prediction with an error close to 

zero. Moreover, the proposed technique displayed better performance compared with ANN and PSO 

models in terms of the accuracy of the prediction. 

For future work, we suggest the study of the effect of changing NPHL for each layer instead of 

being the same in all hidden layers in the proposed algorithm. We also suggest extending the proposed 

approach to discuss the ability to select more hyper-parameters such as the activation function, the 

number of iterations, the learning rate, and the size of a batch. In addition, future work may discuss 

the effect of the activation function if we apply the same activation function for all the layers or if we 
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apply a different activation function for each layer. Moreover, applying an improved PSO to train the 

NN and compare its results with the proposed algorithm is worthy of interest. Furthermore, a 

comparison of the proposed technique with other techniques such as GA, or ACO can be carried out. 

Finally, the proposed method can be applied against different datasets such as the oil reservoir dataset, 

COVID-19 dataset, historical data of electricity consumption, or stock markets dataset. 
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